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Purpose: It is well recognized that adding the visual to the acoustic speech signal
improves recognition when the acoustic signal is degraded, but how that visual
signal affects postrecognition processes is not so well understood. This study
was designed to further elucidate the relationships among auditory and visual
codes in working memory, a postrecognition process.
Design: In a main experiment, 80 young adults with normal hearing were tested
using an immediate serial recall paradigm. Three types of signals were presented
(unprocessed speech, vocoded speech, and environmental sounds) in three condi-
tions (audio-only, audio–video with dynamic visual signals, and audio–picture with
static visual signals). Three dependent measures were analyzed: (a) magnitude of
the recency effect, (b) overall recall accuracy, and (c) response times, to assess
cognitive effort. In a follow-up experiment, 30 young adults with normal hearing
were tested largely using the same procedures, but with a slight change in order of
stimulus presentation.
Results: The main experiment produced three major findings: (a) unprocessed
speech evoked a recency effect of consistent magnitude across conditions;
vocoded speech evoked a recency effect of similar magnitude to unprocessed
speech only with dynamic visual (lipread) signals; environmental sounds never
showed a recency effect. (b) Dynamic and static visual signals enhanced overall
recall accuracy to a similar extent, and this enhancement was greater for
vocoded speech and environmental sounds than for unprocessed speech. (c) All
visual signals reduced cognitive load, except for dynamic visual signals with envi-
ronmental sounds. The follow-up experiment revealed that dynamic visual
(lipread) signals exerted their effect on the vocoded stimuli by enhancing
phonological quality.
Conclusions: Acoustic and visual signals can combine to enhance working
memory operations, but the source of these effects differs for phonological and
nonphonological signals. Nonetheless, visual information can support better
postrecognition processes for patients with hearing loss.
By now, it is quite apparent that the visual speech
signal can support the detection of acoustic speech signals
at poorer signal-to-noise levels than is possible when it is
not present (e.g., L. E. Bernstein et al., 2004; Grant, 2001;
Grant & Seitz, 2000; Plyler et al., 2015), and can evoke
more accurate recognition of speech in degraded listening
conditions (e.g., J. G. Bernstein & Grant, 2009; Grant
fl.edu. Disclosure:
ial or nonfinancial
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et al., 1998; Taitelbaum-Swead & Fostick, 2017; Walden
et al., 1974) or when listeners have hearing loss (e.g.,
Erber, 1972; Lachs et al., 2001). Based on this evidence,
professionals involved in aural rehabilitation routinely ad-
vocate for the provision of visual information when the
acoustic signal does not support optimal speech recogni-
tion (e.g., Lalonde & McCreery, 2020; Tye-Murray et al.,
2005). However, the participants in communication ex-
changes must do much more than simply detect and rec-
ognize speech. They must store the speech long enough to
interpret it, as well. Where postrecognition processes are
concerned, there have been far fewer investigations into
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the role of visual signals in those processes (Bielski et al.,
2020). The purpose of this study was to examine whether
visual signals can support one postrecognition process,
namely, working memory, and if so, to identify the associ-
ated mechanisms.

A Multicomponent Model of Working Memory

Speech signals are ephemeral. Listeners must rapidly
and accurately recover critical information from complex,
but fleeting spectral-temporal patterns, integrate that infor-
mation, and store it long enough to compile the message.
These compulsory functions mean that working memory
plays a critical role in the processing of acoustic speech sig-
nals, and that role is even greater when signal quality is de-
graded, as it is for listeners with hearing loss (Lyxell et al.,
1996, 1998; Peelle, 2018; Rönnberg, 2003).

An often-cited and widely accepted model of working
memory is the multicomponent model that, over the years,
has been described most notably by A. D. Baddeley (2000,
2012) and A. D. Baddeley and Logie (1999), starting with
the original work of A. D. Baddeley and Hitch (1974). This
model serves as the foundation of much work where speech
is concerned, as is the case here, because its original focus
was on the storage of verbal material. As conceptualized
and illustrated in Figure 1, this model consists of three
parts: a central executive, largely responsible for attentional
control, and two support systems. The focus of the study
reported here was on the two support components (the
phonological loop and the visuospatial sketch pad), with
a primary emphasis on the nature of representation in
the phonological loop, but also with reference to the way
that sensory input across the two components may be
integrated.

In the original characterization of the Baddeley and
Hitch model, the description of the phonological loop was un-
certain. It continued to evolve over iterations of the model,
particularly regarding the nature of the representation being
stored (A. D. Baddeley & Hitch, 2019). The idea generally
Figure 1. Schematic of the multicomponent model of working
memory. More recently an episodic memory component has been
added to the classic version of the model, but it is not relevant to
this study.
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espoused in the early versions of the multicomponent model
characterized the phonological loop as a sort of continuous
tape, transmitting an uninterrupted acoustic stream. At the
early stages of transmission of information through the
working memory system, the representation was strictly
acoustic, but it was transduced into a phonological form
shortly after the start of processing. The idea of a precate-
gorical acoustic store was adopted, based on evidence from
experiments involving immediate serial recall. Digits or
words were typically used in these experiments, presented
auditorily or visually (in print) and either with or without
stimulus suffixes (Aaronson, 1968; Conrad & Hull, 1968;
Crowder & Morton, 1969; Murray, 1966; Penney, 1975).
These experiments required subjects to recall the order of
presentation for lists of digits or words. It was observed that
subjects were more accurate at recalling words in early list
positions (the primacy effect), regardless of modality of pre-
sentation: auditory or visual. Differences based on modality
of presentation, however, were observed for serial positions
near the ends of lists. Subjects showed enhanced recall for
these positions compared with recall for middle-list positions,
as long as presentation was auditory rather than visual. This
was known as the recency effect, and it was robustly
demonstrated—except under one condition. When a verbal
suffix was presented at the ends of lists with instructions that
it should be ignored, the recency effect was reduced almost
to the point of being eliminated entirely. This effect—termed
the suffix effect—was purportedly due to the acoustic infor-
mation in the suffix entering that initial stage of processing
and displacing the acoustic information currently stored
there, before it could be converted to a durable phonological
representation (e.g., Crowder & Morton, 1969). However,
later research would cast into doubt the purely acoustic basis
of this interpretation.

The Nature of Representations
in the Memory Buffer

It was around the time that these modality-specific
outcomes were being discovered that questions regarding
the fundamental nature of the representation used in
speech perception arose. In particular, Liberman et al.
were developing a model of speech perception termed the
motor theory, in which it was proposed that articulatory
movements are the elements recovered in speech percep-
tion, rather than a strictly acoustic representation (e.g.,
Liberman et al., 1967). Although details of that earliest
model were not sustainably embraced by the psycholin-
guistic community, the broader notion of phonological
structure as sensorimotor in nature continued to be propa-
gated (e.g., Studdert-Kennedy, 1987), along with proposals
that articulatory gestures form the bases of phonological
representations (e.g., Browman & Goldstein, 1986, 1989).
In fact, for a time, while Baddeley and Hitch were
53–273 • January 2022
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contemplating the structure of the phonological loop, they
adopted the term articulatory loop, based on the finding
that articulatory rehearsal (whether overt or subvocal)
could reinforce representations in that component of their
memory model (A. Baddeley et al., 1984). Further support
for the idea that representations in this loop are articula-
tory in form came from experiments in which it was ob-
served that only spoken suffixes could evoke the suffix ef-
fect, and it did not matter whether that suffix was heard
or lipread (Campbell & Dodd, 1980; Crowder, 1983;
Salter & Colley, 1977). For example, Spoehr and Corin
(1978) presented lists of digits, and used zero as a suffix.
This zero suffix was presented in a variety of forms: (a) a
spoken version with only auditory information, (b) a spo-
ken version with only lipread information, (c) a version
with the numeral 0 written on a card, and (d) a version
with the word zero written on a card. Results showed that
both forms of the spoken suffix (auditory and lipread) re-
duced the recency effect, but the written versions did not.
Other studies supplemented this outcome, showing that
the suffix effect could not be elicited when an acoustic
tone was appended to a list of spoken digits or words,
even when a spoken suffix appended to the same lists suc-
cessfully elicited the effect (de Gelder & Vroomen, 1992;
Nairne & Crowder, 1982; Rowe & Rowe, 1976). In fact, a
spoken suffix apparently does not need to be heard or
seen at all, but can instead be silently articulated by re-
search subjects themselves to achieve the effect (Nairne &
Crowder, 1982; Nairne & Walters, 1983). A general con-
clusion reached as a consequence of these studies was that
the suffix must be articulatory in nature to have its effect,
so by extension, representations in the phonological loop
itself must similarly be articulatory in nature.

Thus, the requisite condition for evoking both the
recency and the suffix effects appeared to be that stimuli
needed to retain dynamic articulatory structure, although
it did not matter whether those stimuli were presented
through the auditory modality, as in heard materials, or
through the visual modality, as in lipread materials (e.g.,
Campbell & Dodd, 1980; Conrad & Hull, 1968; Greene &
Crowder, 1984). There remained, however, one challenge
to the conclusion that these effects arose explicitly because
stimuli were articulated, and that was that all articulated
signals involve movement, graphic materials do not. Conse-
quently, it seemed plausible that movement itself (i.e., the
dynamic nature of the stimuli) was responsible for en-
hanced recollection at the ends of stimulus sequences,
rather than the articulatory nature of the stimuli. Campbell
et al. (1983) attempted to resolve this issue in a series of
four experiments involving heard, lipread, and signed stimuli
(with the latter presented to native signers), along with graphic
displays of digits and invented symbols. Although elegantly
designed, outcomes across experiments were ambiguous: Pri-
mary linguistic codes (signed or lipread materials) were clearly
Nittrouer &
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found to evoke robust recency effects. With graphic displays,
however, it was found that adding movement even in an un-
natural manner to the display (such as with bars moving
across the display) created recency effects when none were
found otherwise. Moreover, for speech stimuli, simply display-
ing a static image of a face producing the stimulus was enough
to evoke a recency effect. In the end, no firm conclusions could
be reached regarding whether it was explicitly the articulating
vocal tract or dynamic structure that accounts for the recency
effect, and there has been no follow-up to that study, until
now. The first goal of this investigation was to examine the na-
ture of the code used for storage of verbal material.

Memory for Nonverbal Acoustic Stimuli

The earliest work on short-term or working memory
used digits or words as stimuli, and Baddeley et al. built
their multicomponent model of working memory around
just those sorts of stimuli. Thus, when scientists began
studying working memory for nonverbal acoustic stimuli,
existing models were not necessarily a good fit for their re-
sults. If verbal materials are processed in the phonological
loop and visual materials are processed in the visuospatial
sketch pad, the question could be asked of where nonver-
bal acoustic stimuli are processed. The answer generally
arrived on—when a multicomponent model is applied—is
that these kinds of stimuli are also thought to be proc-
essed in the phonological loop, even though phonological
structure cannot be recovered from such stimuli. Instead,
it is believed that acoustic attributes are recovered and
stored as what is termed auditory sensory memory (e.g.,
McKeown et al., 2011; Nees, 2016). Based on the extant
literature, however, it is difficult to evaluate similarity in
mechanisms for serial recall of verbal and nonverbal mate-
rials, because short-term recall for nonverbal stimuli has
typically not been investigated by presenting lists of non-
verbal items for serial recall. Instead, this phenomenon
has been explored in discrimination experiments (e.g.,
Deutsch, 1972; McKeown et al., 2011; Nees, 2016; Starr
& Pitt, 1997). Overall the mechanisms underlying working
memory for nonspeech acoustic stimuli remain unclear
(Jeong & Ryu, 2016).

One effort to study working memory for nonspeech
acoustic signals with a recall, rather than a discrimination
task was conducted by Nittrouer and Lowenstein (2014).
In that study, serial recall was examined for three kinds of
stimuli: (a) real words presented in their unprocessed
form, (b) those same words degraded by noise vocoding,
and (c) nonverbal environmental sounds. Words or sounds
were presented in lists of eight items, with the same words
or sounds used in each of the 10 lists comprising each of
the three conditions (i.e., closed sets). Eight channels were
used in the vocoding process—a fairly high number—so
the resulting stimuli were easily recognized. The use of
Lowenstein: Visual Contributions to Verbal Working Memory 255
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environmental sounds as the nonverbal stimuli diverged
from most research into short-term memory for nonverbal
sounds, not only because a serial recall task was used but
also because most of the previous work had involved tones
rather than ecologically valid sounds (Nees, 2016). None-
theless, environmental sounds cannot be coded in the pho-
nological loop with phonological structure. Articulatory re-
hearsal was constrained by instructing subjects to keep
their mouths closed and not move any part of their mouths;
responses were recorded by subjects tapping on pictures
representing the stimuli in the order recalled. Some results
from the Nittrouer and Lowenstein study are replotted in
Figure 2 and reveal that subjects demonstrated the classic
primacy and recency effects for verbal material, even
though overall recall was diminished for the vocoded items.
The recency effect was greatly reduced for the nonverbal
material, supporting the proposal that only articulated
stimuli evoke the recency effect. Conversely then it might
be concluded that any set of stimuli presented in a serial re-
call experiment that evokes a strong recency effect is being
coded in a short-term memory buffer with an articulatory
(phonological) code. A still-unanswered question, however,
is the role, if any, that movement plays in evoking that ef-
fect. This study addressed that question.

Auditory–Visual Integration of
Nonverbal Stimuli

The multicomponent model of working memory ex-
plicated by A. D. Baddeley and colleagues (e.g., A. D.
Figure 2. Classic U-shape function for serial recall of verbal material.
Data replotted from Nittrouer and Lowenstein (2014), from adult sub-
jects for unprocessed speech, eight-channel vocoded speech, and
environmental sounds.
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Baddeley, 2000, 2012; A. D. Baddeley & Hitch, 2019; A. D.
Baddeley & Logie, 1999) served as an appropriate basis
for addressing the first goal of this study, concerning the
nature of representation of verbal material in working
memory. The second goal of this study was to examine
the interaction of sensory signals across modalities; other
models of working memory were able to inform this goal.
Baddeley’s multicomponent model of working memory
posits separate components, or modules, for phonological
and visual signals, and no explicit account is offered for
how signals across modalities might interact when pre-
sented simultaneously: Would we expect interference or
integration (also known as binding)?

The embedded-process model of Adams et al. (2018)
and Cowan (1988, 1999) is not modular, so it is able to
handle sensory input from disparate modalities without
difficulty. According to this account, information comes
in through a brief sensory store, activating features in
long-term storage associated with that information. Pho-
nological and visual information would not be separated
in this model. However, the model makes no special pre-
dictions for how storage with a phonological code might
differ from storage with other acoustic codes, as in the re-
cency effect described above. Much of the work examining
the interaction of signals across modalities according to the
embedded-process model has been done with nonverbal sig-
nals (e.g., Li & Cowan, 2021). Nonetheless, support for a
model with general storage, such as Cowan’s embedded-
process model, could be obtained if recall was enhanced in
audiovisual conditions in this study.

Cognitive Effort

The third and final goal of the study reported here
was to assess how cognitive effort in service to working
memory is affected by the addition of different kinds of
visual signals to different kinds of acoustic signals. Al-
though cognitive effort has been defined in a number of
ways, the traditional account is that it refers to how much
central processing is required to complete a task (Tyler
et al., 1979). One factor that can affect cognitive effort is
how clear the sensory signal is. For example, individuals
who have access only to degraded acoustic signals because
of hearing loss must expend greater cognitive effort just to
recognize speech (Peelle, 2018; Pichora-Fuller et al., 2016;
Wright & Gagné, 2020). Accordingly, if the addition of
the visual signal to the acoustic signal during presentation
enhances the representation of those signals—making stor-
age and recall more efficient—response times should de-
crease in the audiovisual condition, compared with the
audio-only condition. However, sensory input across mo-
dalities or input of signals with different features could in-
terfere with each other during processing, if they are com-
peting for limited attention in a general storage system,
53–273 • January 2022

y on 01/25/2022, Terms of Use: https://pubs.asha.org/pubs/rights_and_permissions 



Downlo
such as that of Cowan (Li & Cowan, 2021). This situation
would make response times longer. No such interference
would be expected in multicomponent systems, such as
that of A. D. Baddeley, because acoustic and visual sig-
nals would be processed by separate components. Of
course, by the same reasoning, no reduction in cognitive
effort would be predicted by the multicomponent model,
at least when nonverbal material is being presented in the
visual domain, because there is no interaction between sig-
nals presented in different modalities. However, according
to the multicomponent model of A. D. Baddeley, reduced
cognitive effort might be observed when the visual speech
signal is presented in combination with the vocoded sig-
nal, because both are inherently articulatory (phonologi-
cal) in nature, so both would be processed in the phono-
logical loop.

A valid metric of cognitive effort is response time
(DeLeeuw & Mayer, 2008; Sali & Egner, 2020), and that
metric has previously been applied to studies of serial re-
call. In particular, Nittrouer et al. (2013) tested subjects in
a serial recall paradigm using phonologically dissimilar,
monosyllabic nouns that could transparently be repre-
sented with pictures (e.g., rake, ham, soap) or adjectives
that shared the traits of phonological dissimilarity and
monosyllabicity, but could only indirectly be represented
with pictures (e.g., a picture of a pool for deep and a pic-
ture of a child crying for sad). Accuracy of serial recall
was similar across the two sets of stimuli, but response
times were significantly slower for the adjectives than for
the nouns, demonstrating that the process of responding
required greater cognitive effort for the adjectives than for
the nouns; in that case, the effect was attributed to the ef-
fort needed to connect the words to the less transparently
related pictures. That experiment supported the validity of
using response time as an index of cognitive effort, and
the same procedures were implemented in this study.

This Study

This study was undertaken with three major goals in
mind. One goal was to assess the nature of representation
in storage for speech signals; in particular, what quality of
an articulated signal influences the coding of spoken mate-
rials in a short-term memory buffer so as to evoke the re-
cency effect: Is it the articulatory nature of the stimuli or
the movement that is inherent in all articulated signals?
To address this goal, three types of stimuli were presented
in a classic serial recall paradigm: (a) nonrhyming, phono-
logically dissimilar words in their natural (unprocessed)
form; (b) the same words presented in a vocoded form, ap-
plying greater spectral degradation than that used by
Nittrouer and Lowenstein (2014) to render them less
speechlike; and (c) the nonverbal environmental sounds from
Nittrouer and Lowenstein. All words were monosyllabic,
Nittrouer &
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concrete nouns that could be easily represented by pictures.
Similarly, the environmental sounds were all ones that
could be represented by pictures.

These three types of stimuli were presented in each of
three conditions: an audio-only condition and two audio-
visual conditions. In one of the audiovisual conditions, the
movement that generated the stimulus was provided in con-
junction with the stimulus itself. For the two sets of speech
stimuli (unprocessed and vocoded words), this meant that
the talker’s face was seen producing these words. For the
environmental sounds, this meant that the object that
would generate the sound in the real world was shown,
moving in synchrony with the sound being produced. This
condition is termed the audio–video condition, because a
brief video was used to display the movement in each case.

The other audiovisual condition paired presentation
of the acoustic stimulus with the picture that was used for
responding. As in Nittrouer and Lowenstein (2014), sub-
jects registered their responses by tapping on pictures
shown on a computer monitor in the order recalled. In the
case of the speech stimuli, this involved pictures of the
words themselves, such as a picture of a bar of soap for
soap. For the environmental sounds, the pictures were the
objects that would generate the sounds, such as a picture of
a broken glass for the sound of glass breaking. This was
termed the audio–picture condition. Different groups of sub-
jects were tested in the audio–video and the audio–picture
conditions to prohibit transfer effects from one condition to
the other. Stimuli in the audio-only condition were always
presented first, and stimuli in the audiovisual condition
(either video or picture) were presented second, in order to
avoid subjects being able to incorporate the visual codes into
their stored representations later (Sanchez et al., 2007).

The primary question addressed with these stimuli
was whether it is specifically the articulated nature of the
stimuli that evokes the recency effect or rather movement
more generally. The expectation was that, in the audio-
only condition, a recency effect would be observed only
for the unprocessed words, because only in this condition
do stimuli provide clear articulatory structure. The four-
channel vocoded stimuli provided a signal that lacked ap-
parent articulatory structure, or phonological form, at
least upon first exposure to these signals. Increased diffi-
culty in mapping acoustic signals onto phonological form,
as happens with such vocoded signals, has been found to
impair serial recall of vocoded material (Bosen et al.,
2020; Nittrouer & Lowenstein, 2014). Environmental
sounds, the other signals used in this study, have already
been shown not to demonstrate a recency effect, which is
commonly attributed to their lack of articulatory attributes
(de Gelder & Vroomen, 1992; Nittrouer & Lowenstein,
2014). With the addition of movement in the audio–video
condition (a talking face or the object producing the envi-
ronmental sound), a recency effect should be evoked for
Lowenstein: Visual Contributions to Verbal Working Memory 257
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one or both of the vocoded speech and environmental
sounds stimuli, depending on the true basis of that effect. If
it is specifically the dynamic component of articulation that
is responsible for the recency effect, then both sets of stim-
uli should show the effect in this condition. If instead it is
the case that stimuli need to possess essential articulatory
structure to evoke a recency effect, then only the vocoded
speech stimuli should show a novel recency effect in the
audio–video condition. This outcome would be expected
because the addition of visual information in the form of
the lipread signal should provide the same articulatory
structure that is available through the auditory channel in
the unprocessed speech signal, strengthening the phonologi-
cal quality of the stimuli. That is, the sum of the vocoded
signal plus the lipread signal should equal what is available
through unprocessed acoustic speech signals.

The second goal addressed with this work was to ex-
amine the interaction of signals across modalities. In par-
ticular, the question was asked of whether signals need to
be of the same nature in order to enhance recognition, or
can static, nonspeech visual information enhance serial re-
call simply due to the additional information it provides.
This goal was addressed by comparing outcomes for the
audio–video and the audio–picture stimuli, but unlike
Aim 1, the main dependent measure was overall accuracy,
rather than just the recency effect. Specifically the ques-
tion was asked if accuracy across all list positions was dif-
ferentially affected by the presentation of audio–video
stimuli versus audio–picture stimuli. In order to make in-
terpretation under this aim as transparent as possible, a
decision tree was developed, as shown in Figure 3. In the
first step (top), it would be determined if the addition of
any form of visual information enhanced overall perfor-
mance. If the addition of any kind of visual signal was
found to improve overall recall, the second step would be
to ascertain if that visual signal needed to be dynamic in
nature to evoke its effect, or if static pictures could have
the same effect. If it was found that the visual signal did
not need to be dynamic, it would mean that any visual in-
formation is facilitative; it does not need to be strictly
phonological or dynamic in nature. However, if gains in
performance were obtained only for the video condition,
that outcome would mean that the visual information
needs to be dynamic. In this case, the third and final step
in the decision-making process would be to ascertain if
gains in the audio–video condition were observed only for
the lipread signals and only for the vocoded speech sig-
nals, not for the environmental sounds. If so, that out-
come would suggest that it is only visual signals that are
dynamic and articulatory in nature that can be integrated
across modalities. An assumption in all of this work was
that the unprocessed speech would provide sufficient artic-
ulatory structure, so the addition of lipread signals would
be only redundant.
258 Journal of Speech, Language, and Hearing Research • Vol. 65 • 2
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Finally, the third goal of this study was to investi-
gate whether dynamic and static visual information affect
cognitive effort for processing these signals differently.
For this goal, response time for reporting serial recall was
measured. If visual information facilitates encoding and
storage of stimuli in the working memory buffer, then re-
sponse times should decrease with the addition of visual
information. This outcome would be expected especially
for the addition of the lipread signal in the case of
vocoded stimuli, because the information provided by that
signal should be precisely the same as that provided by
acoustic speech signals in that both provide articulatory
structure. For the unprocessed speech stimuli, the lipread
signal should be largely redundant, because that acoustic
signal is clear (thus minimizing the potential contribution
of visual lipread information). It is harder to predict out-
comes for the audio–picture condition overall or for when
environmental sounds serve as stimuli. It could be that a
picture interferes with the processing of an acoustic stimu-
lus, at least if these signals are processed in a general-
storage component, such as that proposed by Cowan. Un-
like the videos, these pictures are not related to the acous-
tic signals in an essential way, so they might not bind as
readily. If there is interference, response times should in-
crease. Similarly, if visual information is not readily inte-
grated with nonspeech acoustic signals, response times
might increase when either dynamic or static visual signals
are presented with environmental sounds.

These three goals were examined primarily with a
main experiment, but a follow-up experiment was also
planned. This additional experiment was designed to ad-
dress a concern that could arise regarding the audio–video
condition with vocoded speech. The expectation was that
the addition of the visual speech signal (i.e., lipread infor-
mation) would improve working memory performance by
enhancing the phonological quality of the vocoded signal;
this effect was predicted to manifest primarily as a stronger re-
cency effect. In the main experiment, the audiovisual condition
was always presented last—after the audio-only condition—
to ensure that any such enhancement of phonological
quality would not extend to the audio-only condition.
However, listeners gradually acquire a stronger phonological
representation for vocoded signals through sustained ex-
posure alone. That means that the possibility could not be
ruled out that if a stronger recency effect were observed
for the vocoded signal in the audio–video condition, it
could be due to exposure to vocoded speech in the audio-
only condition. To address this concern, a follow-up study
was planned in which vocoded signals would be presented
in the audio–video condition first—if indeed the main ex-
periment revealed an enhanced recency effect for vocoded
signals in the audio–video condition.

In summary, three effects were examined in this
study: (a) the recency effect that is proposed to arise for
53–273 • January 2022
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articulatory signals only, (b) improvement in overall recall
accuracy for acoustic signals that may arise with the addi-
tion of visual information, and (c) response time as a met-
ric of cognitive effort. The data to be collected could ex-
tend our understanding of how well multicomponent and
general storage models explain working memory for stim-
uli presented across modalities, as well as inform interven-
tional strategies for patients with hearing loss by defining
the visual stimuli that can best support working memory
in the face of degraded acoustic signals.
Main Experiment
Method

Subjects

Eighty adults between the ages of 18 and 35 years par-
ticipated. The mean age of subjects was 22 years (SD =
3 years). All subjects were native speakers of American
English, an inclusionary criterion implemented to help ensure
that vocabulary items would be equally probable across sub-
jects and that sensitivity to phonological structure in these
items would be equivalent across subjects, as well. None of
the subjects reported any history of speech, language, or
Nittrouer &
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hearing disorder, and all had normal or corrected normal vi-
sion. None of the subjects reported having heard vocoded
speech stimuli before.

Forty-one percent of the subjects were male, and
were equally distributed across the two groups. Subjects
were given the reading subtest of the Wide Range
Achievement Test–Fourth Edition (WRAT; Wilkinson &
Robertson, 2006) and needed to demonstrate better than a
12th grade reading level to have their data included. This
brief test was an additional way to help ensure that sub-
jects had reasonable phonological sensitivity; the WRAT
presents words in isolation for reading, so performance is
dependent on sensitivity to word-internal phonological
structure. Subjects also needed to pass hearing screenings
consisting of the pure tones 0.5, 1.0, 2.0, 4.0, and 6.0 kHz
presented at 20 dB HL to each ear separately.

Equipment

All testing took place in a sound-treated booth.
Hearing was screened with a Welch Allyn TM262 audi-
ometer using TDH-39 headphones. Stimuli were stored on
a computer server and presented through a Creative Labs
Sound Blaster soundcard, Samson C-Que 8 headphone
amplifier, and AKG-K141 headphones.

A 22-in. wide touchscreen monitor (HP E220t) pre-
sented the videos and the line drawings that represented
Lowenstein: Visual Contributions to Verbal Working Memory 259
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the words and environmental sounds, and served to collect
responses. For generation of the word stimuli, video sam-
ples (with sound) were recorded using a Sony HDR-
XR550V video recorder and a Sony FM transmitter mi-
crophone. The receiver for this FM system was connected
directly to the audio input of the video recorder.

Subjects’ responses to the WRAT test instrument
were recorded using the same Sony HDR-XR550V video
recorder and Sony FM transmitters to ensure good sound
quality on the recordings. These recordings were used for
off-line scoring of the WRAT.

Stimuli

Three sets of acoustic stimuli were created: unpro-
cessed speech stimuli, vocoded versions of those stimuli, and
environmental sounds. All stimuli were newly created ver-
sions of ones used previously (e.g., Nittrouer & Lowenstein,
2014), and all were between 600 ms and 700 ms in length.
Appropriate test–retest reliability has been found for these
materials and these procedures (e.g., Nittrouer & Miller,
1999). The speech stimuli consisted of eight nonrhyming
nouns that can be transparently represented with pictures:
ball, cub, dog, ham, pack, rake, soap, and teen. The vocalic
nuclei of these words spanned the range of the vowel quad-
rilateral in terms of first and second formant frequencies,
making them optimally distinguishable from one another
on the basis of vowel identity. The nonspeech stimuli con-
sisted of eight sounds that would be familiar to most people:
a bird chirping, a hand drill, glass breaking, a helicopter,
knocking on a door, a single piano note (one octave above
middle C), a sneeze, and a sports whistle being blown.

The speech stimuli were video-recorded in a sound
booth, using a 44.1-kHz sampling rate with 16-bit digitiza-
tion for audio recording, and a 3600-kbps sampling rate for
video recording. The talker was a man with no interfering fa-
cial hair and a fundamental frequency of roughly 100 Hz.
He sat on a chair with the back of his head against a cushion
positioned between his head and the wall behind him to en-
sure that his head remained still. He produced the words one
at a time, each with a falling inflection. His lips began in a
closed position at the start of each word and returned to a
closed position at the end of each word. In this way, the se-
quences of eight words appeared as one continuous string
when presented for testing, regardless of order. The camera
was zoomed so that the talker’s face filled the frame ver-
tically. Five repetitions of each word were recorded and
subsequently edited into separate files. The tokens that best
matched selected tokens of the other words in duration,
fundamental frequency, and intonation were used. The total
length of each file was 1,300 ms, with the actual acoustic
waveform occupying the middle 600–700 ms. These files
served as the unprocessed audio–video stimuli. The audio
track of each file was saved separately and presented as
260 Journal of Speech, Language, and Hearing Research • Vol. 65 • 2
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the unprocessed audio-only stimuli, with 1,300-ms onset to
onset.

The vocoded stimuli were created from the audio
track of each word file. A MATLAB routine was used to
create four-channel vocoded stimuli. All signals were first
bandpass filtered with a high-frequency cutoff of 8000 Hz
and a low-frequency cutoff of 250 Hz. Next, that filtered
signal was divided into four channels, with boundaries at
709 Hz, 1676 Hz, and 3712 Hz, which were based on the
Greenwood (1990) function for frequency-place maps
along the basilar membrane. All filtering used in the gen-
eration of these stimuli was done with digital filters that
had greater than 50-dB attenuation in stop bands and
had 1-Hz transition bands between pass- and stopbands.
Each channel was half-wave rectified and filtered below
20 Hz to remove fine structure. The temporal envelopes
derived for separate channels were subsequently used to
modulate white noise, limited to the same channels as
those used to divide the speech signal. The resulting bands
of amplitude-modulated noise were combined with the
same relative amplitudes across channels as measured in
the original speech signals. Root-mean-square amplitude
was equalized across all stimuli. These vocoded stimuli
were presented by themselves in the audio-only condition,
and the audio files were combined with each correspond-
ing video file to create the vocoded audio–video stimuli.
Care was taken to realign the vocoded signal with the
video signal precisely. Again, onset to onset was 1,300 ms.

For the environmental sounds, the stimuli from
Nittrouer and Lowenstein (2014) were used and were com-
bined with videos of the actions that generate these sounds
to create the audio–video stimuli. For example, the sound
of a bird chirping was combined with a video of a bird
chirping and the knocking sound was combined with a
video of someone knocking on a door. Specific compo-
nents of the sounds were aligned with corresponding com-
ponents of the videos. All files were 1,300 ms in length,
matching the length of files for the speech stimuli, but
again, the acoustic waveforms occupying those files were
600–700 ms in length. For example, the whistle stimulus
began with a person raising the whistle to his mouth, the
whistle was seen and heard being blown for the middle
portion of the video, and the last portion showed the
whistle being lowered.

Audio–picture stimuli were created for each speech
(unprocessed and vocoded word) and environmental
sound stimulus. To do this, the same picture used to rep-
resent the word or sound in the response procedure was
combined with the audio file so that the picture displayed
during the entire 1,300-ms stimulus.

In summary, nine sets of stimuli were created from
one set of words and one set of environmental sounds.
These sets consisted of the three types of stimuli (unpro-
cessed speech, vocoded speech, and environmental sounds)
53–273 • January 2022
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crossed with the three conditions (audio-only, audio–video,
and audio–picture).

Procedure

All procedures were approved by the local institutional
review board. Subjects were tested in a single session that
lasted about 60 min. Subjects were divided into two groups,
with half of them tested in the audio–video condition and
the other half tested in the audio–picture condition; all were
tested in the audio-only condition. Thus, subjects in each
group were tested in a 2 × 3 repeated-measures design: 2 con-
ditions (audio-only and one of the audiovisual conditions) × 3
stimulus types (unprocessed speech, vocoded speech, and
environmental sounds).

After obtaining informed consent, the hearing screen-
ing was administered. Next, baseline response times were
measured as a way to obtain an index of general motoric
response speeds. Differences in the time it takes to tap on
the pictures showing on the computer monitor could affect
analysis of response times. To assess possible differences in
these response speeds, a series of eight blue squares were ar-
ranged across the top of the computer monitor with equal
spacing. Participants were instructed to keep the hand that
they would be responding with flat on the table until the
pictures appeared. Then, they needed to tap on the blue
squares in order from left to right as quickly as possible.
Response time was the interval between when the pictures
appeared and when the last tap was issued. This task was
performed 5 times, and the mean time across the five trials
was used as the baseline response time.

All subjects were tested first in the audio-only condi-
tion. That was followed by administration of the reading
subtest of the WRAT. Then, subjects were tested in the
second condition, either audio–video or audio–picture, de-
pending on the group. Order of audio–only and audiovi-
sual presentation was not randomized because of evidence
that subjects can use information about a talker gathered
from lipreading that talker to support later processing of
speech from that talker presented in the audio-only mo-
dality (Sanchez et al., 2007).

Order of presentation of stimulus type was random-
ized across subjects within both the audio-only and audio-
visual conditions. Environmental sounds were always pre-
sented as the second set in the trilogy, with the unpro-
cessed and vocoded speech stimuli evenly distributed
across subjects as either the first or third set presented. If
a subject heard the unprocessed stimuli as the first set in
the audio-only condition, then these stimuli were pre-
sented as the third set in the second condition (either
audio–video or audio–picture). Stimuli were presented at a
peak intensity of a 68 dB SPL, and the touchscreen moni-
tor was positioned directly in front of the subject, 9 in.
from the edge of the table.
Nittrouer &
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Software written in Visual Basic controlled the pre-
sentation of stimuli and collection of responses. This soft-
ware randomized the order of words or environmental
sounds across the 10 lists presented in each condition for
each type of stimulus. The software kept track of the or-
der of presentation, collected data on the order recalled by
the subject, and provided a summary of the numbers of
errors made for each list position across the 10 lists. It
also computed the time between appearance of the pic-
tures on the screen and the subject’s last tap on a picture.

Before testing in each condition commenced, sub-
jects were trained to match the response pictures to the
stimuli. This was done by displaying all eight response
pictures in a set across the top of the monitor and present-
ing each stimulus in isolation. Subjects needed to tap on
the picture representing each stimulus after it was pre-
sented. During the first time through, subjects were cor-
rected if they tapped on the wrong picture. Next, this pro-
cess was then repeated without feedback to ensure that
subjects had all correct matches. Subjects’ abilities to
match stimuli to pictures were checked before and after
testing with each stimulus set to ensure accurate matches
throughout testing. This ensured that any incorrect re-
sponses in the serial recall task could not be due to a sub-
ject failing to know which picture matched each stimulus.

During testing in each condition, the eight words or
sounds were played with an onset-to-onset interval of
1,300 ms. Pilot testing had revealed that the usual rate of
one per 1,000 ms was too fast in the audio–video condition.
For the audio–video and audio–picture conditions, the
videos or pictures were shown in the middle of the monitor
in a roughly 4″ × 4″ display during stimulus presentation.
After the presentation of a stimulus list, the response pictures
(2″ × 2″ displays) immediately appeared across the top of
the monitor in random order, signaling subjects to respond
by tapping on the pictures in the order recalled. As each im-
age was touched, it dropped to the vertical center of the
monitor into the next position going from left to right. The
order of pictures could not subsequently be changed. Ten lists
were presented in each condition with each stimulus type.

Subjects were instructed to keep their hands flat on
the table in front of the monitor during stimulus presenta-
tion. They were told to keep their mouths closed so there
could be no articulatory movement of any kind (voiced or si-
lent) during presentation of the words or sounds, or between
hearing the words or sounds and tapping the pictures.

After testing, the software automatically compared
the order in which words or sounds were recalled with the
order actually presented for each stimulus condition. A re-
sponse was considered wrong if the word or sound was
recalled in the wrong list position. Mean response time
(from appearance of pictures to the last tap) across the 10
lists presented for each stimulus type in each condition
was used to index cognitive effort.
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Figure 4. Recall accuracy for the main experiment. Recall accu-
racy shown for each list position for subjects in the audio–video
group (top) and subjects in the audio–picture group (bottom).
AO = audio-only; AV = audiovisual.
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Results

All statistical analyses were conducted using SPSS
Software (Version 25). In all analyses, a traditional alpha of
.05 was used, although exact p is reported when p < .10; for
p > .10, results are reported simply as not significant, or ns.

Preliminary Analyses
Data for both accuracy of serial recall and response

times were screened for homogeneity of variance and nor-
mality of distribution in all nine sets of stimuli. All data
were found to meet these criteria. Accordingly, parametric
statistics were used in all analyses. With 40 subjects in
each group, power was 95% for finding a group difference
of 0.80 with an alpha of .05.

The next analyses performed for this experiment were
meant to ensure there were no fundamental differences be-
tween the two groups of subjects: those who were presented
with the audio–video stimuli as the second condition and
those who were presented with the audio–picture stimuli as
the second condition. To that end, percent correct scores
across the eight list positions and the 10 trials for the
audio-only conditions were examined. Table 1 shows these
scores for each group, and t tests were performed to exam-
ine potential mean differences across the two groups. None
of the three comparisons was statistically significant, p >
.10 for all, so it can be concluded there were no differences
between the two groups on overall accuracy.

Next, the two groups were compared on basic re-
sponse time by comparing the time it took to tap on the
eight blue squares. Mean times were 2.0 s (SD = 0.48 s)
for the audio–video group and 1.9 s (SD = 0.34 s) for the
audio–picture group. This difference was not statistically
significant (p > .10), so it was concluded that subjects in
the two groups had equivalent motor response speeds.

Recency Effect
The next measure examined in this analysis was the re-

cency effect, with the primary goal of comparing this effect
in the audio–video and audio–picture condition, especially
for the vocoded speech and environmental sounds. The ex-
pectation was that the unprocessed speech stimuli would
show the strongest recency effect, in all conditions. The
Table 1. Means and standard deviations for percent correct recall
for the three types of stimuli in the audio-only condition and for
the two groups of participants.

Type of stimulus

Audio–video
group

Audio–picture
group

M SD M SD

Unprocessed speech 58.1 11.0 58.1 14.5
Vocoded speech 46.4 14.9 50.7 12.5
Environmental sounds 42.8 13.6 45.4 13.1
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environmental sounds were predicted to show no recency ef-
fect, or at most only a weak recency effect, regardless of con-
dition. It was the vocoded speech stimuli that were expected
to show the greatest change across conditions. The recency
effect was predicted to be weak for these stimuli in the
audio-only condition, because these stimuli would not be as
strongly phonological in nature as the unprocessed stimuli.
The addition of the pictures upon presentation were not ex-
pected to affect this quality of these stimuli. However, the
addition of the visual, lipread signal was expected to enhance
the phonological quality of the stimuli, resulting in a much
larger recency effect for the audio–video condition.

Figure 4 displays results for serial recall across stim-
ulus types, conditions, and groups. Responses from sub-
jects in the audio–video group are shown in the top of the
figure, and responses from subjects in the audio–picture
group are shown in the bottom of the figure. Responses
for both groups in the audio-only condition, shown on the
left of the figure, support predictions; strong recency effects
are seen for the unprocessed speech stimuli. Weaker recency
effects are apparent for the vocoded speech stimuli, and even
weaker effects are apparent for the environmental sounds.
53–273 • January 2022
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Looking at the right panels displaying results for the second
condition, these patterns of recency effects remain unchanged
for the audio–picture condition (bottom-right panel), but are
changed for the audio–video condition (top-right panel). For
this condition, there is a clear gain in the magnitude of the re-
cency effect for the vocoded stimuli, but not for the environ-
mental sounds. These trends match predictions.

Figure 5 provides another illustration of this finding.
In order to quantify the magnitude of the recency effect, it
is necessary to have a baseline against which to compare
recall accuracy in that last list position. Although the re-
cency effect is defined by performance on the last list posi-
tion, the last few positions can show some effects, so they
cannot be used as a baseline. Therefore, the mean of the
two middle positions (4 and 5) was used as the baseline,
and the recency effect was operationally defined as the im-
provement in recall for the last list position compared
with that baseline (Position 8 vs. Positions 4/5). Figure 5
clearly shows that for unprocessed speech (leftmost panel),
the recency effect is large and remains unchanged in magni-
tude across groups (audio–video or audio–picture, squares
or circles, respectively) and conditions (audio-only or audio-
visual, open or filled symbols, respectively).

For environmental sounds (rightmost panel), there ap-
pears to be no (or little or backward) recency effect, regardless
of group or condition. To examine that impression more
carefully, paired-samples t tests were done comparing recall
accuracy for the last list position and the baseline (Position
8 vs. Positions 4/5). None was found to be significant for these
environmental sounds; that is, there was no difference in recall
Figure 5. Recency effect for all conditions and stimulus types in
the main experiment. Recall accuracy for the last list position (P8)
is compared with mean recall accuracy across the middle two list
positions (P4–P5) for each stimulus type (unprocessed speech,
vocoded speech, and environmental sounds), each group (audio–
video or audio–picture), and in each condition (audio-only [AO] or
audiovisual [AV]). Results for vocoded speech for the audio–video
group are highlighted in red.
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accuracy for the last position, compared to the mean of the
middle two positions. Thus, there was no recency effect for
environmental sounds, in either condition or for either group
(in contrast, all t tests comparing recall accuracy for the last
list position and the baseline done on unprocessed and
vocoded speech signals [left and middle panels] were signifi-
cant, p < .001, indicating that listeners recalled items for the
last position more accurately than for the middle positions in
all cases that involved speechlike stimuli).

For the vocoded speech stimuli (middle panel), how-
ever, there is an obvious change in the magnitude of that
recency effect across conditions and groups. In the audio-
visual condition for the audio–video group (red, filled
squares), the recency effect is greater in magnitude than
that observed for the audio-only condition (red, open
squares) and greater than that observed in either condition
for the audio–picture group (black circles). That observa-
tion is supported by the fact that when paired-samples t
tests were done comparing recency effects (Position 8 vs.
Positions 4/5) across conditions (audio-only vs. the second
condition), only listeners in the audio–video group showed
a significant effect, and only for vocoded stimuli, t(39) =
2.428, p = .020; this difference remained significant when
a Bonferroni correction was applied. That is, the difference
represented by the red, filled squares is greater in magnitude
than the difference represented by the red, open squares.
Thus, only listeners in the audio–video group showed an en-
hanced recency effect for the second (audiovisual) condi-
tion, and only for the vocoded stimuli.

Overall Performance
The second purpose of this experiment was to exam-

ine whether dynamic and static visual information affect
serial recall differently, and whether visual signals that are
explicitly articulatory in nature would have an especially
large effect on recall accuracy overall. The expectation going
into this study was that signals of an articulatory nature
would likely have a disproportionately large effect. As already
seen, these signals were the only ones to evoke a novel re-
cency effect for the degraded acoustic speech signal. This
finding suggests that lipread signals provide precisely the
same articulatory structure as clear acoustic speech signals.
Thus, the addition of lipread signals should boost the phono-
logical qualities of these signals, enhancing coding and stor-
age of these materials in a short-term memory buffer. More
generally, outcomes for static visual signals and for envi-
ronmental sounds could inform conclusions regarding re-
quirements for binding of acoustic and visual information,
as delineated in Figure 3.

Figure 6 shows overall recall accuracy, for both groups
of listeners. Here, the accuracy across all eight positions for
10 list presentations was the dependent measure. The most
apparent observation from this figure is that increases in re-
call accuracy were obtained for the second condition
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Figure 6. Overall recall accuracy across all positions in the main experiment. Mean recall accuracy summed across
all list positions (8 positions × 10 trials) for each group (audio–video on left; audio–picture on right) for each stimu-
lus type (unprocessed speech, vocoded speech, and environmental sounds) and in each condition (audio-only [AO]
or audiovisual [AV]).

Table 2. Results of a three-way, repeated-measures analysis of
variance for percent correct recall across all list positions.

Variable df F p ηp
2

Main effects
Condition 1, 78 121.79 < .001 .610
Type 2, 78 42.49 < .001 .353
Group 1, 78 1.75 NS —

Two-way interactions
Group × Condition 1, 78 0.92 NS —
Group × Type 2, 78 0.44 NS —
Condition × Type 2, 156 6.98 .001 .082

Three-way interaction
Group × Condition × Type 2, 156 1.39 NS —

Note. Em dashes indicate that effect size was not calculated for
nonsignificant p values. NS = not significant.
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compared with the audio-only condition, regardless of
whether that second condition involved dynamic visual (au-
dio–video) or static visual (audio–picture) information. Fur-
thermore, it appears that the magnitude of these effects were
roughly equivalent for the vocoded speech and environmen-
tal sounds, with perhaps some diminishment for the unpro-
cessed speech stimuli. To examine these effects, a three-way,
repeated-measures analysis of variance (ANOVA) was per-
formed, with group as the between-subject factor and condi-
tion and stimulus type as the within-subject factors. A signif-
icant main effect of condition would indicate that the addi-
tion of visual signals affected overall accuracy of serial recall.
Because the initial analysis revealed no differences between
these two groups in their recall accuracy for the audio-only
condition, a significant group effect would indicate that dy-
namic or static visual information had a greater influence on
recall; one or the other group would need to perform signifi-
cantly better on that second condition to evoke a significant
main effect of group. A significant Group × Condition inter-
action could indicate that the addition of different visual sig-
nals had different effects on recall, such as one showing im-
provement in recall and the other showing a decrement in re-
call or no change at all.

Outcomes of this ANOVA are shown in Table 2.
Both within-subject factors were found to be significant:
condition and stimulus type. These results indicate that
subjects displayed better serial recall overall when visual
information was available (mean correct = 59.2%, SD =
12.5%) than when it was not (mean correct = 50.2%,
SD = 10.7%), and displayed differences across stimulus
types, with the best overall performance for unprocessed
speech (mean correct = 60.4%, SD = 12.6%), followed by
vocoded speech (mean correct = 53.6%, SD = 12.5%), and
finally by environmental sounds (mean correct = 50.1%,
SD = 12.5%). Paired-samples t tests showed that each of
these comparisons was significant; p < .001 for the
264 Journal of Speech, Language, and Hearing Research • Vol. 65 • 2
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comparisons of unprocessed speech with each of the other
stimulus types; p = .005 for the comparison of vocoded
speech with environmental sounds. All comparisons were
significant when Bonferroni corrections were applied. The
main effect of group was not significant, indicating that
there were no differences in performance for the group that
was presented with the dynamic visual information and the
group that was presented with the static visual information.

The only significant interaction was Condition ×
Type, reflecting the fact that increases in recall accuracy
arising from the addition of visual information (i.e., Con-
dition 2) differed across the types of stimuli; these in-
creases were larger for vocoded speech (mean change =
10.3%, SD = 13.3%) and environmental sounds (mean
change = 12.0%, SD = 11.9%) than for unprocessed
speech (mean change = 4.8%, SD = 13.0%). To examine
this interaction more closely, difference scores were computed
across conditions (Condition 2 minus audio-only) to quantify
the magnitude of the condition effect for each stimulus type.
Using those difference scores, paired-samples t tests were
53–273 • January 2022
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done, comparing each stimulus type to each other type. Re-
sults revealed that the condition effect for unprocessed stimuli
was significantly smaller than that of both vocoded speech
and environmental sounds: t(79) = 2.53, p = .013 and t(79) =
3.87, p < .001, respectively. Both results remained signifi-
cant when Bonferroni corrections were applied. Thus, the
source of the Condition × Type interaction was a dimin-
ished effect for unprocessed speech, relative to the other two
types of stimuli. Recall was more accurate in the audio-only
condition for these unprocessed stimuli than for vocoded
speech or environmental sounds. Accordingly, the visual sig-
nal contributed less in the second condition for the unpro-
cessed stimuli.

Of course, the measure of overall accuracy included
responses for the late list positions, so the question arises
as to whether there is improvement in recall that is inde-
pendent of the recency effect. The advantage for the most
recently presented list items can extend backward from
the final position for several positions. Therefore, recall
accuracy for the first four list positions only was examined
as a way to verify the trends observed across entire lists.
If similar trends were observed for just the initial positions,
stronger support would be provided for the conclusion that
both kinds of visual information contribute similarly to re-
call accuracy. Figure 7 displays mean recall accuracy across
these initial positions and reveals similar results to those
displayed in Figure 6 for whole lists. Overall accuracy,
however, is found to be generally higher when only the first
half of the lists is considered, as is done here in Figure 7. A
three-way, repeated-measures ANOVA identical to the one
described above was performed on these values. Results of
this ANOVA are shown on Table 3, and reveal the same
trends as those observed for the full lists; the main effects of
condition and type are again significant, indicating better re-
call when visual information was available (mean correct =
72.2%, SD = 14.3%) than when it was not (mean correct =
Figure 7. Overall recall accuracy across first four positions in the main e
positions (4 positions × 10 trials) for each group (audio–video on left; au
vocoded speech, and environmental sounds) and in each condition (aud
from that of Figure 6.
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62,6%, SD = 13.4%), and the best overall performance for
unprocessed speech signals (mean correct = 71.1%, SD =
13.4%), compared with vocoded speech (mean correct =
65.2%, SD = 14.8%) and environmental sounds (mean cor-
rect = 65.9%, SD = 16.5%). Paired-samples t tests showed
that the comparisons of unprocessed speech and each of the
other stimulus types were significant; p < .001 in both cases,
which remained significant with Bonferroni corrections. The
comparison of vocoded speech and environmental sounds
was not significant.

A significant two-way interaction for Condition ×
Type was obtained again. Difference scores were again
computed across conditions (Condition 2 minus audio-only),
and paired-samples t tests were done using those difference
scores, comparing each stimulus type to each other type. In
this case, results showed significant differences for all three
comparisons: for unprocessed speech versus vocoded
speech, t(79) = 2.13, p = .037; for unprocessed speech versus
environmental sounds, t(79) = 4.67, p < .001; and for
vocoded speech versus environmental sounds, t(79) = 2.29,
p = .025. When Bonferroni corrections were applied, only
the comparison of unprocessed speech versus environmental
sounds remained significant. Nonetheless, outcomes of this
additional analysis for only the early list items largely repli-
cate outcomes for the entire lists; recall accuracy was gener-
ally better for unprocessed speech than for either vocoded
speech or environmental sounds, and recall accuracy was
better in the audiovisual than in the audio-only condition.
The unprocessed stimuli showed smaller benefits from the
addition of visual signals, but that reflects the fact that recall
was highest for these stimuli in the audio-only condition.

In summary, analyses of these results for recall accuracy
across all list positions and for the first four positions indicate
that both kinds of visual information enhanced serial recall to
a similar extent. Regardless of whether the visual signal was
dynamic or static, that visual information led to greater
xperiment. Mean recall accuracy summed across the first four list
dio–picture on right) for each stimulus type (unprocessed speech,
io-only [AO] or audiovisual [AV]). Scale of this figure differs slightly
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Table 3. Results of a three-way, repeated-measures analysis of vari-
ance for percent correct recall across the first four list positions.

Variable df F p ηp
2

Main effects
Condition 1, 78 104.07 < .001 .572
Type 2, 78 10.53 < .001 .119
Group 1, 78 0.14 NS —

Two-way interactions
Group × Condition 1, 78 0.89 NS —
Group × Type 2, 78 0.45 NS —
Condition × Type 2, 156 10.08 < .001 .114

Three-way interaction
Group × Condition ×
Type

2, 156 0.909 NS —

Note. Em dashes indicate that effect size was not calculated for
nonsignificant p values. NS = not significant.
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improvements in recall accuracy for the vocoded speech and
the environmental sounds than for the unprocessed speech.

Cognitive Effort
Response times were used to assess cognitive effort.

Although the preliminary analysis showed that there was no
difference between groups in basic response times, it was still
possible that the time it took for subjects to perform this mo-
tor response could influence analyses of response times for
serial recall. Therefore, Pearson product–moment correlation
coefficients were computed for basic response times and time
for completing the serial recall task for each stimulus type,
for each condition and group separately. None of these 12
correlation coefficients was significant, and it was concluded
that basic response times would not influence outcomes of
statistical analyses for times to complete the serial recall task.

Mean response times are shown in Figure 8 for each
Stimulus Type × Condition, for each group separately.
The most apparent outcomes are that all visual stimuli led
to decreases in response times, indicating less cognitive ef-
fort being exerted, except for videos of the environmental
sounds being produced. A three-way, repeated-measures
ANOVA was performed on these response times, and out-
comes are shown in Table 4. Inspection of this table re-
veals that a significant three-way interaction was obtained,
likely due to the fact that environmental sounds alone
failed to show a decrease in response time, and only for
the audio–video signals. In order to test this suggestion,
separate two-way, repeated-measures ANOVAs were per-
formed for each stimulus type, with group as the between-
subject factor and condition as the within-subject factor.
The expectation was that results for the unprocessed and
vocoded speech stimuli would show a significant main effect
of condition only, indicating that response times were shorter
for the audio-visual stimuli. A lack of a significant group ef-
fect would indicate audio–video and audio–picture stimuli
had similar effects. It would be a significant Group ×
266 Journal of Speech, Language, and Hearing Research • Vol. 65 • 2
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Condition interaction that would indicate that the pattern of
response times across conditions was different for the two
groups, and only for environmental sounds was a significant
Group × Condition interaction predicted.

Outcomes of these ANOVAs are shown in Table 5,
and match impressions from Figure 8; results for the un-
processed and vocoded speech signals showed a significant
main effect of condition only, meaning that response times
were shorter when visual signals were present, regardless of
whether they were dynamic (audio–video group) or static
(audio–picture group). Environmental sounds showed a
significant Group × Condition interaction, meaning that
the effect of adding a visual signal differed for dynamic and
static visual signals; response times were longer when a dy-
namic visual signal was added and briefer when a static vi-
sual signal was added. These findings support the general
conclusion that the addition of any kind of visual signal—
dynamic or static—to an acoustic speech signal facilitated
working memory for those speech signals, such that lis-
teners expended less cognitive effort. In this case, environ-
mental sounds showed a different pattern of results. For
these stimuli, only static visual signals were found to reduce
the cognitive effort expended in working memory opera-
tions; that is, only listeners in the audio–picture group had
reduced response times with the addition of a visual signal.
Dynamic visual signals interfered with working memory
operations, such that listeners in the audio–video group
needed to expend more cognitive effort when a visual signal
was present, as indicated by their longer response times.
Follow-Up Experiment

Results of the main experiment revealed a signifi-
cant increase in the magnitude of the recency effect for the
vocoded speech stimuli when presented in the audiovisual
condition, compared to the audio-only condition. This out-
come was interpreted as demonstrating that the visual speech
signal contributes precisely the same kind of articulatory in-
formation to the listener as the acoustic speech signal, thus
enhancing the phonological quality of the signal when the
acoustic signal is degraded, as it is for vocoded speech. How-
ever, an alternative explanation is that subjects in the audio–
video group came to perceive the vocoded signal as more
phonological in nature, simply by exposure in the audio-only
condition. In order to decide between these alternative expla-
nations, this follow-up experiment was conducted in which
subjects were presented with vocoded speech stimuli in the
audio–video condition before they heard them in the audio-
only condition. If these new subjects showed a recency effect
comparable to that observed for unprocessed speech signals,
it could be concluded that the visual speech signal indeed
was enhancing the phonological quality of the signal.
53–273 • January 2022
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Figure 8. Mean response times in the main experiment. Mean response times (seconds) for recalling item order for each group (audio–video
on left; audio–picture on right) for each stimulus type (unprocessed speech, vocoded speech, and environmental sounds) and in each condi-
tion (audio-only [AO] or audiovisual [AV]).
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However, one potential confound existed with this
follow-up experiment. We predicted that exposure to the
vocoded speech stimuli in the audio–video condition
would permanently enhance the phonological quality of
these signals for these subjects, such that they would sub-
sequently show an equivalent recency effect for vocoded
speech stimuli in the audio-only condition. An alternative to
that explanation, however, would be that subjects acquired a
mental image of the talker producing these words and used
that image when they were later presented with the vocoded
speech stimuli in the audio-only condition. To address that
concern, a new set of stimuli was added to this follow-up ex-
periment—the same words produced by a female talker. If
indeed the subjects were using a sustained mental image of
the (male) talker from the original stimulus set, that image
should interfere with recall of stimuli from the female talker.
If instead, however, it is the case that any stimuli that possess
a phonological quality evoke a strong recency effect, that ef-
fect should be observed in similar magnitude for all stimulus
sets, including those spoken by the female talker.
Table 4. Results of a three-way, repeated-measures analysis of
variance for response times.

Variable df F p ηp
2

Main effects
Condition 1, 78 33.12 < .001 .298
Type 2, 78 28.23 < .001 .266
Group 1, 78 1.30 NS —

Two-way interactions
Group × Condition 1, 78 7.20 .009 .085
Group × Type 2, 78 2.10 NS —
Condition × Type 2, 156 5.12 .007 .062

Three-way interaction
Group × Condition × Type 2, 156 6.46 .002 .076

Note. Em dashes indicate that effect size was not calculated for
nonsignificant p values. NS = not significant.

Nittrouer &
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Method

Subjects

Thirty subjects participated in this follow-up experiment.
These subjects met all the same criteria as those in the main
experiment and had a mean age of 22 years (SD = 3 years).

Equipment

The same equipment was used in this experiment as
in the main experiment.

Stimuli

Four sets of stimuli were used in this follow-up ex-
periment. Three of these sets were from the main experi-
ment: unprocessed speech in the audio-only condition,
vocoded speech in the audio-only condition, and vocoded
Table 5. Results of two-way, repeated-measures analyses of vari-
ance for response time, done for each stimulus type separately.

Variable df F p ηp
2

Unprocessed speech
Condition 1, 78 24.13 < .001 .236
Group 1, 78 .311 NS —
Group × Condition 1, 78 1.36 NS —

Vocoded speech
Condition 1, 78 24.53 < .001 .239
Group 1, 78 1.43 NS —
Group × Condition 1, 78 .121 NS —

Environmental sounds
Condition 1, 78 6.69 .012 .079
Group 1, 78 2.12 NS —
Group × Condition 1, 78 28.35 < .001 .267

Note. Em dashes indicate that effect size was not calculated for
nonsignificant p values. NS = not significant.
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speech in the audio–video condition. One set of stimuli
was added, and that consisted of the same words used for
the unprocessed and vocoded speech stimuli, only spoken by
a woman. These stimuli were presented as unprocessed
speech in the audio-only condition. Unprocessed speech was
used for this additional set of stimuli, rather than vocoded
stimuli, because fundamental frequency is not well preserved
in vocoded speech. Therefore, using unprocessed speech
maximized the discrepancy between gender identity of the
acoustic speech stimuli and what the listeners were presented
with visually in the audio–video condition.

Procedure

Procedures were the same in this follow-up experi-
ment as in the main experiment, except the order of stimu-
lus presentation was modified. In this follow-up experi-
ment, all subjects were presented with the vocoded speech
stimuli in the audio–video condition first. Next, they were
presented with these vocoded speech stimuli in the audio-
only condition. Lastly, they were presented with the two
sets of unprocessed speech stimuli. The order of presenta-
tion of male and female stimuli was randomized across lis-
teners, such that half heard each order.
Figure 10. Recency effect for the follow-up experiment. Recall ac-
curacy for the last list position (P8) is compared with mean recall
accuracy across the middle two list positions (P4–P5). AO = audio-
only; AV = audiovisual.
Results

Figure 9 displays results for all four sets of stimuli and
reveals that a recency effect was obtained for all sets, although
it may have been slightly reduced for the vocoded speech
Figure 9. Recall accuracy for the follow-up experiment. Unmarked
conditions are audio-only. AV = audiovisual.
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stimuli. As in the main experiment, means of recall accuracy
for the middle two positions (4 and 5) were used as baselines
against which to compare recall accuracy for the final list po-
sition, in order to quantify the magnitude of the recency effect.
Recall accuracy for these baselines and for the final list posi-
tions are shown in Figure 10. In this figure, it appears as if
the unprocessed speech stimuli spoken by the male talker
and the vocoded speech stimuli in the audio–video condition
evoked slightly stronger recency effects. To test that impres-
sion, paired-samples t tests were done testing difference scores
(Position 8 vs. Positions 4/5) for all combinations of stimulus
sets. Only the comparison of the unprocessed (male) speech
versus the vocoded speech in the audio-only condition was
significant, t(29) = 2.24, p = .033, but it ceased to be signifi-
cant when a Bonferroni correction was applied. Consequently,
it can be concluded that all of these conditions elicited a simi-
lar recency effect. Therefore, the suggestion is supported that
the visual speech (i.e., lipread) signal serves to enhance the
phonological quality of degraded signals, rather than to create
a mental image of a talker that provides a sustained effect.
Discussion

This study had three goals. First, this study was
designed to examine whether visual speech (i.e., lipread)
53–273 • January 2022
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information influences serial recall for words because it
provides explicitly articulatory structure of the same na-
ture as acoustic speech signals, or because lipread signals
are dynamic. This goal was accomplished by examining
the magnitude of the recency effect across conditions. The
second goal of the study was to assess the source of con-
tributions, if any, made by the addition of visual informa-
tion to overall working memory performance: Does visual
information, regardless of its nature, aid the coding and
storage of items in short-term memory? This question was
addressed by examining overall recall accuracy across list
positions. The third goal of the study was to examine
whether one specific kind of visual information (dynamic
or static) best reduces cognitive load, and if that reduction
in cognitive load would be found for both the speech and
nonspeech stimuli. This goal was accomplished by mea-
suring response times.

Recency Effect

The results of this study support the proposal that it
is specifically the articulatory nature of the speech signal
that results in the recency effect, and that articulatory
structure can be derived from the visual as well as the
acoustic speech signal. Moreover, the speech-relevant in-
formation available in the visual and auditory domains in-
tegrate seamlessly to evoke a single phonological percept.
The bases of these conclusions rest largely on the finding
that the recency effect was observed only for signals pro-
viding articulatory structure, and the more salient that
structure was, the stronger the recency effect was found to
be. Thus, the unprocessed speech signals showed large re-
cency effects in all conditions (audio-only, audio–video,
and audio–picture). The vocoded speech signals showed re-
cency effects of reduced magnitude compared with the un-
processed speech, except in the condition that had visual
speech information simultaneously available—the audio-
video condition. Vocoded speech signals are highly de-
graded, so different in substantive ways from the signals
from which they were derived. These differences render
vocoded speech more like nonspeech signals, as revealed by
the diminished recency effect in the other conditions. With
the addition of the lipread information, the combined sig-
nals regained sufficient phonological quality to evoke a
stronger recency effect, one equivalent to that found for un-
processed speech. The follow-up experiment further dem-
onstrated that once this enhanced phonological quality was
obtained for vocoded signals, it was sustained.

Overall Performance

The second major finding of this study was that any
additional visual information enhanced the overall perfor-
mance of working memory to a similar extent. This
Nittrouer &
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conclusion is based on the observation that the percent of
items recalled in the correct position increased (compared
to the audio-only condition) to a similar extent for both
audiovisual conditions (audio–video and audio–picture)
for all three types of stimuli (unprocessed speech, vocoded
speech, and environmental sounds). When this general
outcome is compared with the decision tree shown in
Figure 3, it is found that progression is made to the sec-
ond step where the question is asked of whether improved
performance is obtained only for dynamic visual informa-
tion. The answer is a resounding no, so the conclusion
must be that any visual information can facilitate working
memory.

Where the two sets of speech stimuli are concerned
(unprocessed and vocoded), this conclusion was not neces-
sarily anticipated. Instead, it was considered likely that
dynamic speech would exert a more robust effect than
static pictures of the words being pronounced. The fact
that both kinds of visual signals supported overall recogni-
tion to a similar extent contradicted that prediction.
Nonetheless, the finding that a specific recency effect was
evoked for the vocoded stimuli only when the visual signal
was in the form of dynamic articulatory structure suggests
that even though the effects may have been similar in
magnitude for the dynamic and static visual information,
they likely were based on different mechanisms. In the
audio–video condition, it appears that dynamic articulatory
information of the same nature was provided by both the
visual and auditory signals. Accordingly, there was only a
small improvement observed for the unprocessed speech
stimuli when the video signal was added, but for the
vocoded speech stimuli, an enhanced recency effect was ob-
tained. In the audio–picture condition, the static visual dis-
play appears to have added new information that was not
articulatory in form. Consequently, the increase in recall
accuracy was slightly greater for unprocessed speech stim-
uli in this condition than in the redundant audio-video con-
dition. Effects across the two visual conditions were similar
for the vocoded speech stimuli, even though they may have
had different bases. Thus, in the audio–video condition, the
effect may best be described as one of integration of the au-
dio and visual signals, very much like the effect tradition-
ally termed the McGurk effect (McGurk & MacDonald,
1976) in which the audiovisual phonetic percept is distinct
from either the audio or visual input alone. In this case, the
integrated signal is most phonetically detailed, so it can be
robustly stored in a working memory buffer. For the
audio–picture condition, the effect might best be described
as one of addition of the two types of signals, whereby the
signals remain distinct, but each contributes information
for storage in a working memory buffer. When it comes to
the environmental sounds, presentation in both the audio–
video and audio–picture conditions might best fit the de-
scription of addition of informational sources.
Lowenstein: Visual Contributions to Verbal Working Memory 269
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Cognitive Effort

With the exception of environmental sounds in the
audio–video condition, response times decreased by simi-
lar amounts across all stimulus types, from those found in
the audio-only condition, in both audiovisual conditions.
This finding indicates that the provision of visual informa-
tion reduced the cognitive effort associated with performing
this task. The finding that there was a reduction in response
time for environmental sounds when static visual signals
were presented, but not when dynamic visual signals were
presented, suggests that even though the overall accuracy of
serial recall improved by similar amounts across conditions
for both groups, those improvements exacted different tolls
on cognitive effort. In one case, it was easy for listeners to
combine acoustic and visual signals (when pictures were pre-
sented); in the other case, it was more difficult (when dy-
namic visual signals were presented).

Additional Findings

In addition to addressing these major questions,
other findings were observed that inform our understand-
ing of working memory in fundamental ways. The first ad-
ditional finding that is of interest has to do with the notion
of visual imagery. For most of the history of research into
working memory, distinct response patterns—especially at
the ends of lists—have been associated with modality of
stimulus presentation (Conrad & Hull, 1968; Corballis, 1966;
Cowan et al., 2004; Greene & Crowder, 1984; Grenfell-Essam
et al., 2017; Spoehr & Corin, 1978). However, that assumption
has recently been challenged. In a study by Guitard and
Cowan (2020), phonologically dissimilar words that were ei-
ther similar or dissimilar visually—meaning in terms of ortho-
graphic representation—were presented in an audio-only con-
dition. These same words were also presented visually, in
their orthographic form, with no audio presentation. Results
showed that visual similarity affected recall accuracy, regard-
less of whether words were presented in the auditory or vi-
sual modality. Consequently, it was concluded that subjects
were accessing visual codes, even when they were being pre-
sented with only auditory stimuli. The subjects in that study
were all adults, presumably with normal language and liter-
acy. Thus, in an almost automatic manner, they may have
accessed both the phonological and orthographic representa-
tions of words when presented with them. That may not be
the case for other subjects such as children or adults with
dyslexia or individuals with hearing loss. Future studies will
need to answer this question for these populations.

Orthographic representations were not used in this
study. Nonetheless, it may be that the design of this exper-
iment promoted the use of visual codes by implementing a
nonverbal response procedure in which subjects needed to
touch pictures of the words named or of the items that
270 Journal of Speech, Language, and Hearing Research • Vol. 65 • 2
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would produce the sound heard. Pretest training designed
to familiarize subjects with the stimulus–response picture
matches may have further encouraged the application of
visual codes for use in the storage of these items in a
short-term memory buffer, even in the audio-only condi-
tion. In particular, use of pictures as the response mode
could have diminished the opportunity to observe a differ-
ence, if one existed, in the magnitude of visual contribu-
tions in the dynamic and static audiovisual conditions
(i.e., audio–video and audio–picture). Again, future stud-
ies will have to examine this issue in more depth.

Another finding that provides useful information in
regard to how visual codes are integrated with auditory
stimuli concerns the greater improvement in overall per-
formance observed for the unprocessed speech stimuli in
the audio–picture condition, compared to the audio–video
condition. Although not large, this finding suggests that in
the audio–video condition, the lipread information was re-
dundant with the already phonologically rich auditory sig-
nal that subjects heard. In the audio–picture condition, on
the other hand, the picture provided additional informa-
tion that subjects could combine with the auditory signal
to generate stronger representations in short-term storage.

These findings have some implications for deciding
whether a multicomponent or general storage model of
working memory best explains outcomes. Clearly a com-
ponent akin to the phonological loop described by A. D.
Baddeley can explain the finding that only stimuli of a
phonological nature exhibited a recency effect, and the mag-
nitude of that recency effect was related to how strongly
phonological the signal structure was. However, a multi-
component model cannot explain the finding that any kind
of visual signal strengthened recall of the acoustic signals,
regardless of whether those signals were speechlike or not.
That finding is more effectively explained by a general
storage model of working memory, such as that of Cowan,
because sensory inputs across modalities are processed in a
single-purpose component.

Clinical Implications

The ability to recognize speech signals is typically the
focus of diagnostic procedures. Outcomes of this study sug-
gest that language processing beyond recognition should be
evaluated, in order to ensure that patients are receiving op-
timal sensory inputs. Although the subjects in this study
were all able to recognize the words that served as stimuli
in their vocoded form, these stimuli were not perceived as
fully phonological in form, a situation that constrained lis-
teners’ abilities to store these words in working memory.
Combining those vocoded speech stimuli with the visual
speech signal, however, promoted the phonological quality
of the signals, improving working memory operations, and
that enhanced phonological quality was sustained, even when
53–273 • January 2022
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the subjects subsequently heard the stimuli in an audio-only
format. These findings suggest that new recipients of cochlear
implants should be afforded ample opportunity to hear speech
through their new devices in an audiovisual format. This sug-
gestion extends to children who receive cochlear implants.

Limitations of This Study
and Future Directions

This study provided important observations for un-
derstanding the operations of working memory for audi-
tory signals, especially speech signals. The predominant
view has long been that speech is stored exclusively with
phonological codes, which, in turn, derive from articulatory
primitives. Results of this study challenge that exclusivity by
showing that visual codes other than lipread signals can en-
hance the storage of speech in a short-term memory buffer.
Of course, not all conditions were presented in this experi-
ment to construct a complete understanding of the interac-
tion between auditory and visual codes in working memory
for speech. For example, a response mode that did not utilize
pictures would have provided more detailed evidence regard-
ing whether audio–video and audio–picture presentation led
to similar outcomes, because then static pictures would have
been completely absent from the procedures used with the
audio–video stimuli. The response method used here of tap-
ping on pictures in the order recalled was implemented so
that articulatory responses were not required, thus opportu-
nities for rehearsal were greatly diminished, if not eliminated
entirely. This same response method, however, may have fa-
cilitated the use of visual imagery in storage of items to be
recalled. Furthermore, no information was gathered in this
study regarding how subjects would have performed with
pictures only; would subjects be found to invoke phonologi-
cal codes for picture materials? This question critically needs
to be examined because most working memory studies using
visual stimuli have depended on orthographic symbols for
presentation, and included subjects familiar with those or-
thographic symbols. Thus, the auditory and visual stimuli
shared a common phonological base.

Finally, the finding that cognitive effort increased
with the addition of visual information for one type of
stimuli in one condition only—environmental sounds in the
audio–video condition—raises questions about why that
may have been. Does the integration of acoustic and visual
information for nonspeech signals truly require more effort
than either the integration of those information sources for
a speech signal or the summation of acoustic and visual in-
formation for speech/nonspeech signals and pictures? One
possible confounding factor in this case is that all of the
videos used to represent the environmental sounds had dis-
tinct backgrounds, unlike the videos used of the talker pro-
ducing the speech stimuli in which a common background
was used. Perhaps greater cognitive effort was required to
Nittrouer &

aded from: https://pubs.asha.org University of Florida - Health Sciences Ctr Librar
process each new video that appeared every 1,300 ms. To
examine this question, a future study would need to gener-
ate videos for the audio–video condition that allowed seam-
less presentation across changes in stimuli.
Summary

In summary, this experiment was undertaken to ex-
tend our collective understanding of visual contributions to
a postrecognition process, namely, working memory for
verbal (speech) material. This is an important area for re-
search, because speech carries a heavy informational load,
yet the signals are ephemeral. Listeners must be able to
store early-arriving information in order to combine it with
later-arriving information if the message intended by the
talker is to be recovered. That task is especially difficult un-
der some circumstances, such as if the listener receives only
a degraded signal or if the acoustic environment is subopti-
mal. This study was undertaken to examine the mechanisms
underlying visual contributions to working memory. Re-
sults of this experiment showed that all visual information
can be utilized to support coding and storage of speech sig-
nals in a short-term memory buffer, and this process is
largely similar to that implemented for nonverbal signals.
Nonetheless, lipread signals were found to provide a kind
of support that appears different in kind from other visual
signals. While dynamic visual signals can enhance coding
and storage for both verbal and nonverbal signals, only lip-
read signals specifically strengthen the phonological quality
of the signal. Overall, this information can help shape audi-
tory rehabilitation for patients with hearing loss by empha-
sizing the benefits obtained with visual speech signals.
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